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Quadratic tensor eigenvalue complementarity problems
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In this talk, we discuss how to solve the quadratic tensor eigenvalue
complementarity problem (QTEiCP). By a randomization process, the quadratic
complementarity (QC) eigenvalues are classified into two cases. For each case, the
QTEICP is formulated as an equivalent generalized moment problem. The QC
eigenvectors can be computed in order. Each of them can be solved by a sequence of
semidefinite relaxations. We prove that such a sequence converges in finitely many

steps for generic tensors.
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Algorithmic Design for Wasserstein DRO Based Trustworthy Machine Learning
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Wasserstein  Distributionally Robust Stochastic Optimization (DRSO) is
concerned with finding decisions that perform well on data that are drawn from the
worst-case probability distribution within a Wasserstein ball centered at a certain
nominal distribution. In recent years, it has been shown that various DRSO
formulations of learning models admit tractable convex reformulations. However, most
existing works propose to solve these convex reformulations by general-purpose
solvers, which are not well-suited for tackling large-scale problems. In this talk, we
focus on Wasserstein distributionally robust support vector machine (DRSVM)
problems and logistic regression (DRLR) problems, and propose two novel first order
algorithms to solve them. The updates in each iteration of these algorithms can be
computed in a highly efficient manner. Our numerical results indicate that the
proposed methods are orders of magnitude faster than the state-of-the-art, and the
performance gap grows considerably as the problem size increases. Advanced models

such as robust classification with fairness and unlabelled data are also discussed.
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